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Abstract In recent time, a great deal of research effort has been directed toward
promptly facilitating post-disaster communication by using wireless mesh networks
(WMNs). WMN technology has been considered to be effectively exploited for this
purpose as it provides multi-hop communication through an access network com-
prising wireless mesh routers (MRs), which are connected to the Internet through
gateways (GWs). One of the critical challenges in using WMNs for establishing
disaster-recovery networks is the issue of distributing traffic among the users in
a balanced manner in order to avoid congestion at the GWs. To overcome this
issue, we envision a disaster zone WMN comprising a network management cen-
ter (NMC). First, we thoroughly investigate the problem of traffic load balancing
amongst the GWs in our considered disaster zone WMN. Then, we develop traffic
load distribution techniques from two perspectives. Our proposal from the first
perspective hinges upon a balanced distribution of the bandwidth to be allocated
per user. On the other hand, our second perspective considers the dynamic (i.e.,
varying) bandwidth demands from the disaster zone users that requires a more
practical and refined distribution of the available bandwidth by following an intel-
ligent forecasting method. The effectiveness of our proposals is evaluated through
computer-based simulations.
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1 Introduction

We live in a world where big disasters may strike suddenly. These disasters may
come in the form of earthquakes, tsunamis, hurricanes, tornadoes, floods, fires,
and so on. Some recent examples of such disasters include the 2010 earthquake in
Haiti (which affected three million people and left one million homeless), the 2011
earthquake and tsunami that hit east Japan (leading to the toughest and the most
difficult crisis for Japan since the end of World War II), and the 2012 Hurricane
Sandy (which affected at least 24 states of the USA and left about 200,000 people
homeless in Haiti).

While these sudden disasters result in deaths, injuries, and homeless people,
a quick response from the corresponding governments may include different tech-
niques for post-disaster recovery. One big challenge that arises with disasters is
that the telecommunication services (e.g., cellular networks, third generation (3G),
long term evolution (LTE) services, and Internet infrastructures) usually become
interrupted or overwhelmed. This congestion can be, particularly, noticed imme-
diately after the disaster because the inhabitants of the affected area might want
to, at the same time, communicate with the rest of the world. In order to deal
with this challenge, the topic of designing an efficient disaster resilient network
has recently gained much interest.

A recent research work in [1] has indicated that disaster-recovery networks
may be formulated with the aid of mobile ad hoc networks (MANETs). MANETs
are exploited to promptly form disaster-recovery networks for collecting critical
information on the conditions of the affected citizens. On the other hand, in [2],
satellite communication network and a ballooned wireless ad hoc network have
been considered to be the driving technology in this domain. However, the ad hoc
communication technology poses a number of challenges, e.g., managing the vari-
ation in the population density of the affected areas, many sparse networks with
intermittent connectivity, energy-limited resources, bandwidth constraint, and so
forth. Also, the use of cognitive radio networks has been noted in the recent litera-
ture to establish disaster resilient communication networks [3]. But, cognitive radio
technology, too, falls short in terms of constructing large scale post-disaster net-
works due to their limitations such as opportunistic spectrum use and bandwidth
limitation for secondary users.

As a consequence, researchers have diverted attention toward an alternate tech-
nology, namely the wireless mesh networks (WMNs), in order to construct disaster
zone networks [4–7]. The WMNs present an attractive choice for this purpose due
to their multi-hop wireless communication feature, with a wireless backbone com-
prising wireless mesh routers (MRs), which provide more bandwidth resources
in contrast with its basic ad hoc counterpart such as MANETs. Hence, WMNs
can be exploited for the fast deployment of an urgently required communication
infrastructure to combat the collapse in communication due to a disaster (e.g.,
earthquake, hurricane, and so on). However, the WMN technology still suffers
from a major challenge concerning the traffic distribution amongst the nodes for
avoiding bottleneck formation. In our work, we consider a practical disaster zone
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WMN in which a network management center (NMC) coordinates the traffic load
balancing decision to facilitate disaster resilient communication. Also, in our con-
sidered network, the problem of congested GWs is highlighted that occurs due to
a large number of users demanding to connect to a GW from the disaster area
(i.e., the spatially dense crowded areas attempting to connect with the Internet).
Therefore, we argue the urgency of envisioning an adequate traffic distribution
technique for effectively facilitating WMN-based disaster communication.

The problem of traffic load balancing amongst the GWs is addressed in our
work from two perspectives. Our proposal from the first perspective hinges upon
a balanced distribution of the bandwidth to be assigned/allocated per user. By
proposing a heuristic, we perform traffic balancing at the gateways to ensure
fairness amongst the users in the disaster area. On the other hand, our second
perspective considers the dynamic (i.e., varying) bandwidth demands from the
disaster zone users that require a more practical and refined distribution of the
bandwidth demand by following an intelligent forecasting technique. With the aid
of computer-based simulations, we demonstrate the effectiveness of our proposals
from both these perspectives.

The remainder of the paper is structured as follows. Section 2 presents a com-
prehensive literature review of disaster area networks. Section 3 discusses the
problem statement and describes the major challenges in designing a robust post-
disaster communication networks. In Section 4, our proposed traffic distribution
strategies are presented. The performance of the proposed strategies is evaluated
in Section 5 with the aid of computer-based simulations. Finally, the paper is
concluded in Section 6.

2 Literature Review

After one of the strongest earthquakes shocking the Wenchuan region of China in
May 2008, the research community realized the urgent need of post-disaster net-
work planning [8]. The work in [8] demonstrates the importance and significance
of constructing disaster resilient communication by involving future networking
technologies. This work delineates how the worst hit areas turned into an “iso-
lated information island” because of the large scale damage of the communication
infrastructure, power failure, breakdown in the supply chain, and network con-
gestion. At the same time, different schemes were utilized for communication to
provide disaster-relief in the affected area by using very small aperture termi-
nals, hand-held satellite phones, and optical cables. The work in [8] also indicates
the need of further study on disaster countermeasures via advanced network and
communication technologies.

A MANET-based emergency communication and information system for catas-
trophic natural disasters was suggested in [9]. The objective of the system is to
support a large number of rescue volunteers. It comprises a peer-to-peer network
by exploiting notebook computers to build the emergency communication infras-
tructure. However, the resource constraint of the nodes, due to the absence of
localized data concentrators or aggregators (such as MRs), can be considered as a
significant shortcoming of this work.

On the other hand, an effective and robust wireless network to provide post-
disaster connectivity is presented in [10]. This work proposes a network composed
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Fig. 1 An example of the considered disaster area network model.

of different wireless local area networks (WLANs) and mobile networks through
a mobile router located on a roaming vehicle. By deploying a number of these
mobile routers, a multi-hop communication path is constructed. While these mo-
bile routers can be, to some extent, considered as entities similar to the MRs
of a WMN, their mobility, distance from each other while roaming, transmission
power and frequency, would make it hard to offer a practically effective disaster
communication network.

WMN-based disaster resilient communication has raised a lot of research col-
laboration among the academia, industry, and government in Japan since the
“great east earthquake” in March 2011. In the work in [11], a WMN-based ar-
chitecture to combat the post-disaster communication impairment is proposed by
effectively exploiting especially designed movable and deployable resource units
(MDRUs). While the work serves as an inspiration in this research domain, it does
not consider exploiting the surviving network resources in the disaster-stricken
zone. In fact, our research work describes how it is possible to use the surviving
network equipment as MRs to construct post-disaster communication networks.

To achieve load balancing in WMNs, Bedi et al. [12] proposed a geographic
multipath routing protocol. In their proposal, each time a MR receives congestion
information of any of its neighbors, it records it and changes the path for all its
subsequent packets, until receiving a flag to indicate that the congested node is
back to its normal load. This results in avoiding routing the traffic through the
congested MRs. However, the case of balancing the load of the main gateways of
the network is not studied extensively in this work.

3 Problem Formulation

In this section, we illustrate an example of our considered disaster area network
model as shown in Fig. 1 whereby we envision a network management center
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(NMC) to connect the disaster area network to the outside world (i.e., Internet).
Assume that the disaster did not cause damage to all the electricity sources (i.e.,
main sources and backup power supplies) and that the existing network equipment
(e.g., wireless routers and access points (APs)) in restaurants, stations, offices, and
so forth, can still be utilized in the post-disaster situation. Also, it is assumed that
those network equipment that usually operate using the wireless local area network
(WLAN) technology will be utilized for public use as wireless MRs. Thus, we aim
at effectively utilizing the network equipment, which were deployed before the
disaster.

In our model, these MRs are exploited to connect the disaster-area residents
with the communication network via a number of GWs, as shown in Fig. 1. Note
that the NMC can assign the wireless MRs as the GWs, and establish a connection
with each of the GWs by point-to-point with 25GHz frequency. The MRs compose
the backbone disaster area network with 802.11a 5GHz technology. The users are
considered as the mesh clients that may communicate with the MRs by using
802.11b/g/n with 2.4GHz technology. To avoid the channel interference in the
communication between MRs, each MR is supposed to be equipped with multiple
network interface cards (NICs). Through its NICs, each MR can communicate
with its adjacent MRs without interference. Interested readers may refer to the
work in [13,14] for detailed information regarding the channel assignment issue.
The bottleneck of the entire system may be identified by taking into account the
amount of traffic along each wireless link. For the afore-mentioned network, the
traffic congestion at the wireless interface (which is connected with the MRs) of
each of the GWs means that the GW is the bottleneck in the network.

In our research, in order to increase the bandwidth utilization and to limit the
end-to-end delay, we focus upon balancing the load amongst the existing GWs
from the following directions.

A. Balanced distribution of the bandwidth to be allocated per user.
With this objective, it is possible to ascertain approximately the same band-
width per user. In other words, the system can achieve communication band-
width fairness for the users.
B. Balanced distribution of the bandwidth demand per GW.
This perspective considers the dynamic bandwidth demands from the disaster
zone users because the demand per user should practically not be the same.
In other words, some users may not be demanding/consuming any bandwidth
while others may be in need for more bandwidth.

The basic idea behind those approaches is to transfer part of the load from
the congested GWs to the non-congested ones. This can be done by performing
handover of one or more of the MRs connecting through the congested GWs to be
connected through the non-congested ones. However, a main challenge arises where
the effect of users-mobility may result in a “reverse handover” of the MRs in a short
period of time. Fig. 2 demonstrates a simple example of such a situation where
after performing a handover of one MR from GW “i” to GW “j”, the number
of users in GW “j” increases in the next time-round and a reverse handover is
required for the same MR. In order to avoid such scenario, we integrate some
techniques to our approaches to carefully take a MR handover decision.
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Fig. 2 An example of possible scenario where the MRs which performed handover may need
to perform a “reverse handover” in the next time-round.

4 Proposed Traffic Distribution Methods in the Disaster Area

We segment our proposal from two perspectives as mentioned in Sec. 3 as follows.

4.1 Balanced distribution of the bandwidth to be allocated per user.

In this section, we propose a heuristic-based load distribution approach to achieve
balanced distribution of the bandwidth to be allocated per user in the system.
Part of the work can be referred back to our earlier work in [4]. Our heuristic has
two objectives: to decrease the hop count between the GW and its MR(s), and to
ensure fairness to the bandwidth to be allocated per user. Here, we assume that
the bandwidth assigned per user in GW “g” is denoted by Kg, which is defined
as the total bandwidth capacity of GW “g” divided by the total number of users
serviced by GW “g” as in Eq. 1.

Kg =
Cg

Rg
∑

r=1

Ur

. (1)

where Cg, Rg, and Ur denote the wireless link capacity of GW “g”, the number
of MRs in GW “g”, and the number of users in MR “r”, respectively.

Our heuristic aims at finding the most loaded GW and decrease its load by
performing handover of one or more of its MRs to the least loaded GW. This
process is repeated until the bandwidth to be allocated per user increases to its
maximum level. The heuristic runs in time-rounds, simply referred to as “rounds”
from hereon. In every round t, the following steps are repeatedly executed.
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1. At first, using Eq. 1, the NMC computes Kg for all g ∈ G where G denotes the
number of GWs in the system.

2. The NMC checks if Kg is the same for all the GWs. If yes, then this round
finishes since the objective is achieved.

3. In case Kg is not the same for all g ∈ G, then two GWs, i and j, are chosen
such that i refer to the most loaded GW (where the bandwidth per user is
minimum), and j refer to the least loaded GW (where the bandwidth per user
is maximum). This can be shown by the following equations.

Ki = min{Kg, g ∈ G}. (2)

Kj = max{Kg, g ∈ G}. (3)

4. The NMC verifies whether each MR in GW “i”, denoted by MRi, has a neigh-
boring MR in GW “j”, denoted by MRj . In case no MRi detects any adjacent
MRj , then it is not possible to perform handover of MRi from GW “i” to GW
“j” and the current j is excluded and another j (i.e., a different GW) is to be
chosen.

5. If MRi successfully detects a neighboring MRj , then the steps below are fol-
lowed.
(i) The NMC sorts the MRis having neighboring MRj(s) in a descending
order of hop count (where the considered hop is from the respective MRi to
its current GW “i”). This is in order to perform the handover process to the
MRs which have the highest hop count from their current GW.
(ii) At the same time, the NMC calculates UHO, which denotes the required
number of users belonging to GW “i” (i.e., belonging to a number of MRis) in
order to achieve a fair bandwidth per user in GWs “i” and “j” if those MRis
performed handover from GW “i” to GW “j”. UHO is calculated using Eqs. 4
and 5.

Ci
∑Ri

x=1
Ux − UHO

=
Cj

∑Rj

y=1 Uy + UHO
. (4)

UHO =
Cj

∑Ri

x=1
Ux − Ci

∑Rj

y=1 Uy

Ci + Cj

. (5)

6. At this point, the NMC requires to determine an appropriate MRi for per-
forming handover.

7. The NMC verifies whether an “inversion” occurs between Ki and Kj . The term
“inversion” refers to the situation when Ki becomes the maximum while Kj

becomes the minimum in the case if the handover is performed.
8. If an “inversion” takes place betweenKi and Kj , the NMC deems this situation

unnecessary for performing handover of MRi from its old GW “i” to the new
GW “j”. As a consequence, the current round t finishes since we have reached a
steady state in the current round where there is no more possible improvement.

9. On the other hand, if the “inversion” does not take place, the NMC makes a
final check called “reverse handover prevention check” (shortly, RHPC) before
permitting MRi to perform handover. This check is to ensure that MRi will
not need to perform a reverse handover in the next round even if the worst
case variation in the number of users is encountered. The RHPC is described
in more details later in this section.
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10. If the MRi passes the reverse handover prevention check, then the NMC per-
mits MRi to perform handover from GW “i” to GW “j”and the steps from 1
to 10 are repeated.

4.1.1 Reverse handover prevention check (RHPC) to deal with user mobility

Here, we explain the effect of the change in the number of users because of their
mobility on our heuristic. Accordingly, we use the RHPC (early mentioned in
Step 9 ) to combat the users-mobility effect.

Like other wireless networks, also in the disaster area WMN, users can move
around to join, leave, or perform handover from one MR to another in a dynamic
way. As a consequence, the number of users connected to each GW might change
dynamically with time. To achieve fairness in the bandwidth to be allocated per
user, it is necessary to regularly perform handover for some MRs from a GW to
another one as the number of users varies. This leads to an increase in the control
overhead, which affects the bandwidth available for communication.

Therefore, we integrate RHPC to our heuristic-based approach and consider
the handover of MRs to be performed under certain conditions in order to decrease
the communication overhead. The variation of the number of users is taken into
account to avoid a reverse handover of the same MRs within a time-window. By
assuming that there is a maximum limit for the change of the number of users
per MR every round, we consider that the worst case scenario (i.e., when there
is a maximum variation of the number of users per MR) may occur in the post-
handover round. Based on this, the NMC calculates the difference of (Ki and Kj)
in the current round and in the worst case post-handover round that are denoted
byD1 andD2, respectively, and calculated by employing Eqs. 6 and 7, respectively.

D1 =
Cj

Rj
∑

y=1

Uy

−
Ci

Ri
∑

x=1

Ux

. (6)

D2 =
Ci

Ri
∑

x=1

Ux − UHO −

Ri−1
∑

x=1

Ux
∗

−
Cj

Ri
∑

y=1

Uy + UHO +

Rj+1
∑

y=1

Uy
∗

. (7)

Condition for MR-handover: D1 ≥ D2. (8)

where U∗
x refers to the maximum variation in Ux per round.

The post-handover worst case scenario, reflected in Eq. 7, is the one where
the number of users belonging to the MRs of GW “i” decreases to its minimum
limit, while the number of users connected to the MRs of GW “j” increases to its
maximum limit. The NMC takes the handover decision when the current difference
in the bandwidth per user is greater than or equal to that in the post-handover
worst case scenario. This is demonstrated in the inequality (8). This condition is
necessary to ascertain that in the next round, the NMC will not make a decision
to perform a reverse handover even if the worst case variation in the number of
users is encountered. Our proposal with RHPC is able to decrease the number of
MR-handover events as well as the control overhead.
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4.2 Balanced distribution of the bandwidth demand per GW.

While our main objective is to balance the load amongst the GWs, the proposed
method in Sec. 4.1 only deals with the balanced distribution of bandwidth per user
while assuming that all users in the same GW are assigned the same bandwidth.
This may be interesting to the system designers based on their design objectives.
However, note that such design considerations do not reflect the fact that there
may be variation in the bandwidth demanded by the users. In order to deal with
the variation in the bandwidth demand of the users, in every round t, the following
steps are repeatedly executed for distributing the bandwidth demand in a balanced
manner.

1. The NMC computes the sum of the bandwidth demand for each GW. This
is done through the aggregate bandwidth demands originating from the users
belonging to the MRs connected to each GW.

2. The NMC computes ∆Bt = (Bmax − Bmin), where Bmax and Bmin denote
the maximum and minimum bandwidth demands, which are experienced at
the most and least congested gateways, respectively. ∆Bt denotes the differ-
ence between Bmax and Bmin in the current round, t. In the next steps, we
investigate the possibility of performing MRs-handover from the GW which
has Bmax to the GW which has Bmin.

3. The NMC estimates ∆B′
t+1 = (Bmin ∗ (1 + η) − Bmax ∗ (1 − η)). Here, η is

a percent denoting the worst case variation in the bandwidth demanded per
gateway per round. ∆B′

t+1 denotes the difference between Bmax and Bmin,
which are expected in the worst case scenario in the next round, t+ 1.

4. If ∆B′
t+1 > ∆Bt, then there is no need for performing MR-handover.

5. At this stage, the NMC sorts the MRs, belonging to the GW experiencing
Bmax, in descending order based on the bandwidth demands occurred at the
MRs.

6. For each MR in the sorted list, if ∆Bt > (θ · MRdemand), this MR performs
handover to the GW with Bmin. Here, MRdemand denotes the aggregate band-
width demand of the MR, and θ refers to a factor, value of which lies between
one to two, in order to prevent the recurrence of the handover of the same MR
in round t. Then, ∆Bt is recomputed for performing the same step with other
MRs in the GW with Bmax.

7. The above steps are executed until all the GWs have been checked, and no
further MR-handover can be performed.

This proposed method, as described above, balances the bandwidth demand of
the users per GW by performing handover of the MRs from one GW to another.
In each time-round, the system re-executes the above steps to assure that none of
the GWs experiences excess bandwidth requests from the users.

Note that Steps 3 and 4 of our bandwidth demand based traffic distribution
method “intelligently” prevents the reverse MR-handover within a period of time.
Indeed, in order to prevent such kind of reverse MR-handover situations, it is
critical to forecast an expected situation of the GWs in the next round. This is
estimated by the NMC in Step 3. Also, our proposed notion of intelligence is based
on the expected worst case scenario of the next time round. If in the next round,
the bandwidth demands in the GWs flip (e.g., if the GW currently experiencing the
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maximum bandwidth demands becomes the least requested one, and vice versa),
then there is no need to perform any MR-handover, as indicated in Step 4.

5 Performance Evaluation

The performance of our proposed methods is verified through extensive simulations
in this section. First, the effectiveness of our proposed balanced distribution of the
bandwidth (BW) to be allocated per user (shortly, BW/user based) is elucidated.
Then, the performance of the proposed balanced distribution of the bandwidth
demand per GW (shortly, BW demand based) is evaluated in the remainder of
the section.

5.1 Balanced distribution of the bandwidth to be allocated per user.

In this section, we present the performance evaluation of the proposed heuristic-
based load distribution, which depends on balancing the bandwidth to be allocated
per user. The computer-based simulations used in the evaluation are conducted
using MATLAB [15]. The considered simulation parameters are as follows. There
are 21 MRs serviced by three GWs, each of which has a wireless link capacity of
100 Mbps. Initially, the 21 MRs are equally distributed among the three GWs (i.e.,
7 MRs per GW). Also, the initial numbers of users connected to the corresponding
MRs of the three GWs are arbitrarily considered to be 10, 20, and 25, respectively.
Therefore, there are 385 users in the considered simulations. It is worth stressing
on the fact that this arbitrary assignment does not interfere with the fundamental
observations of the simulation results. For simplicity, the maximum variation in
the number of these users per MR in a round is set to two. From the fairness
point, there should be an upper boundary for the number of users per MR to
ensure that excessive users are not assigned to a given MR. Hence, the maximum
numbers of users per MR are considered to be 20, 25, and 25 in the three GWs,
respectively. Furthermore, it is also necessary to consider a lower bound for the
number of users per MR for the MRs not to remain under-utilized. Therefore, we
assume that the minimum numbers of users per MR are set to 10, 20, and 10
for the MRs belonging to the three considered GWs, respectively. The number of
rounds in our simulations is set to 100. The simulations are conducted 300 times,
and the average values are used as results.

Three performance metrics are taken into account, namely (i) Fairness Index
(FI) for estimating how fairly the bandwidth is assigned to the users, (ii) the
average hop count, and (iii) the number of MR-handover events. Using those three
metrics, the performance of the proposed heuristic-based approach (described in
Sec. 4.1) is evaluated with and without the reverse handover prevention check.
Also, the conventional Hybrid Wireless Mesh Protocol (HWMP) scheme [16] is
used for comparison.

For the first performance metric (i.e., FI), we utilize Jain’s FI as expressed in
Eq. 9 [17].
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f =

(

U
∑

u=1

ku

)2

U ·

U
∑

u=1

ku
2

. (9)

We adopted Jain’s FI because it rates the fairness of a set of values, where there
are U users and ku is the bandwidth assigned to user u (∈ U). It is worth noting
that ku = Kg in case the user u is served by the GW “g” (since we are assuming
that the GW bandwidth capacity is distributed among the users equally). The FI
value in Eq. 9 ranges from the worst case value of 1

U
to the best case value of

one. The FI value becomes the maximum in case that all the users in the network
obtain the same bandwidth allocation from their respective GWs.

As indicated in Table 1, our proposed distribution of BW/user (with and with-
out RHPC) outperform the HWMP scheme by a substantial margin in the esti-
mated FI. Indeed, the FI resulted in the proposed method is over 0.99. In contrast,
HWMP is able to distribute the bandwidth amongst the users with a slightly low
FI value of approximately 0.95. On the other hand, Table 1 also indicates that
the proposed methods exhibits only a slight increase in the average hop count
compared to HWMP.

Next, we present the number of MR-handover events for the proposed BW/user
based heuristic (with and without RHPC) over 100 rounds in the plot depicted in
Fig. 3. As evident from the results, using RHPC achieves a lower number of MR-
handover events compared to the proposal without using RHPC. This helps the
stability of the network and reduces the communication overhead while performing
the handover of the MRs. Simply put, this result demonstrates the effectiveness of
our proposed heuristic-based approach using the RHPC to deal with the mobility
of the users.

5.2 Balanced distribution of the bandwidth demand per GW

To evaluate the performance of our proposed BW demand based method, we carry
out new simulations using MATLAB [15]. Here, we consider a larger topology
where there are four GWs covering the disaster area and providing Internet con-
nection to all the users inside the disaster zone. The bandwidth per GW is set
to 100Mbps. Also, we consider 60 MRs that already exist in the disaster area (in
shopping malls, restaurants, and so on). Initially, each GW is connected to 15 MRs
in one-hop/multi-hop fashion. The total number of users inside the disaster zone
is considered to be up to 4000 users. The bandwidth demand per user is gradually

Table 1 Comparison of our proposed BW/user based heuristic and HWMP.

Approach Fairness Index Average number of hops

BW/user based (with RHPC) 0.9933 2.5208
BW/user based (without RHPC) 0.9965 2.6309
HWMP 0.9465 2.4286
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Fig. 3 Average number of MR-handover events of our proposed BW/user based heuristic with
and without RHPC.

set with its minimum at the users initially connected to GW1 and its maximum at
the users initially connected to GW4, respectively. The upper limit of bandwidth
demand per user is set to 200Kbps. The values of θ and η are set to 1.5 and 0.1,
respectively. Note that this simulation was repeated ten times, and the average
values are presented as result.

To discuss the performance of our bandwidth demand based method, we com-
pare it with the BW/user based method. Fig. 4 presents the total bandwidth
demanded from each GW after applying both methods. In this scenario, we vary
the initial number of users per GW from 10 to 1000. It is worth noting that the
number of users per GW can be changed while applying the proposed methods
since some of the MRs may perform a handover to balance the load amongst
the GWs. As we observe from Fig. 4, the proposed BW demand based method
shows a better performance in balancing the bandwidth demand per GW. This
utilizes the bandwidth capacity of the GWs (which is 100 Mbps in this simula-
tion as demonstrated in Fig. 4 with the black horizontal line) and also fulfills the
users’ bandwidth demand in the same time. On the other hand, the BW/user
based method is not able to fulfill the bandwidth demands of the users since it
is designed to allocate same bandwidth per user. As a result of this, the users in
the disaster zone will be serviced in a better way (if they are allowed to request
different bandwidth demands) with our bandwidth demand based method.

Fig. 5 shows the average bandwidth utilization for all the GWs in the consid-
ered scenario while varying the initial number of users per GW. As we can notice
from the figure, when the initial number of users is small, both of our proposals
give similar performance. This happens because there is not much demand on the
GWs; so both strategies may similarly serve the users-demand. On the other hand,
when the number of users increases, the average bandwidth utilization of the BW
demand based method results in a better performance than the BW/user based
strategy. For example, when the initial number of users per GW reaches 1000,
the average bandwidth utilization reaches almost 100% for the BW demand based
method. But, the BW/user based method suffers from under utilization of the
bandwidth since the utilization is around 76%. In other words, the BW demand
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(b) The bandwidth demand at GW2.
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(c) The bandwidth demand at GW3.
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Fig. 4 The bandwidth demand observed for varying the initial number of users per GW for
the BW demand based and the BW/user based approaches.

based strategy outperform the BW/user strategy by around 24% in the bandwidth
utilization.

Fig. 6 demonstrates the average user satisfaction ratio versus the initial number
of users per GW. The user satisfaction ratio can be defined as the bandwidth
received divided by the bandwidth demanded for each user. As the figure shows,
almost all the bandwidth demanded from the users could be satisfied with our BW
demand based strategy, while the other strategy faces lower user satisfaction with
increasing the number of users.

Next, we construct an additional simulation to evaluate the effect of the dy-
namic variation in the bandwidth demanded by the users. In this scenario com-
prising 4 GWs, 60 MRs, and 4000 users, we assume that the bandwidth demanded
by each user dynamically varies in a range from -10% to 10% of its current value.
The simulation period is set to 10000 rounds. Also, as consistent with the earlier
simulation scenarios, the simuation is repeated ten times and the average values
are used as result.

With this scenario, we compare the average system bandwidth utilization (%)
for the proposed methods. The result of our simulation demonstrates that the BW
demand based approach, is able to utilize, on average, approximately 93.4% of
the available bandwidth in the four GWs. On the other hand, the BW/user based
method can utilize only up to 74.7% of the system bandwidth capacity.
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Fig. 5 Average system bandwidth (BW) utilization.
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Fig. 6 Average user satisfaction ratio.

Finally, in Fig. 7, we investigate the benefit of intelligence incorporation in the
BW demand based traffic distribution method. Here, the average number of MR-
handover events over rounds is plotted for the bandwidth demand based method
with and without intelligence. The result in this figure clearly demonstrates that
without the notion of intelligence, the average number of MR-handover events in-
creases gradually over time. As the number of time rounds approaches 10000, the
number of MR-handover events exceeds 200. On the other hand, the average num-
ber of MR-handover events remains quite low for the entire course of simulation in
case of the proposal with intelligence. For example, for the last time-round consid-
ered in this simulation, i.e., during the 10000th time-round, the average number
of MR-handover events is only approximately 40.
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Fig. 7 Average number of MR-handover events over time-rounds for the BW demand based
traffic distribution method with and without intelligence.

6 Conclusion

The research objective of our research work is to quickly construct disaster zone
WMNs by utilizing the surviving network equipment such as wireless routers and
access points in the affected area. One of the critical challenges in such networks
consists in the traffic distribution issue among the users for avoiding congested
GWs and unfair allocation of bandwidth. In this paper, we considered a disas-
ter area WMN comprising a network management center, referred to as NMC,
and investigated the problem of traffic load balancing amongst the GWs in the
considered network. To overcome this problem, effective traffic load distribution
techniques were proposed from two perspectives. Our proposal from the first per-
spective adopts a balanced distribution of the bandwidth to be allocated per user.
On the other hand, our second perspective considers the dynamic bandwidth de-
mands originating from the disaster zone users. The latter needs a more practical
and intelligent distribution of the bandwidth demand per GW. The effectiveness
of our proposals is evaluated and compared with existing and basic techniques
through extensive computer-based simulations.
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